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Abstract. We present an error estimation method for immersed interface solutions of elliptic boundary value problems. As opposed to an asymptotic rate that indicates how the errors in the numerical method converge to zero, we seek a posteriori estimates of the errors, and their spatial distribution, for a given solution. Our estimate is based upon the classical idea of defect corrections, which requires the application of a higher-order discretization operator to a solution achieved with a lower-order discretization. Our model problem will be an elliptic boundary value problem in which the coefficients are discontinuous across an internal boundary.

1. Introduction. As computing technology continues to progress, the scale and complexity of systems that can be simulated continues to increase. Modern advances in the numerical methods for partial differential equations allow for the solution of nonlinear problems with discontinuities across interfaces. In some settings, computational simulations have begun to replace physical experiments. When important decision-making is based on simulations, validation and verification is critical [9]. While validation provides assurance that a given system is being modeled correctly (solving the “correct equations”), verification ensures that the equations are being “solved correctly”. Within the verification framework, one must address aspects such as code verification, solution verification, and error estimation [9, 12]. Error estimation techniques seek to quantify the numerical error associated with a given solution. While error estimates may be used to improve a computed solution, providing error estimates of a portion of a large multiphysics code is still an important component of verification.
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Here, we develop an error estimation method for numerical solutions of elliptic equations based upon the classical idea of defect corrections [15, 8]. The basic ingredient of the defect correction approach is to apply a higher-order discretization of the differential operator to a solution obtained using a lower-order discretization, and to use this information to correct the lower-order solution. Although this idea is not new, we demonstrate that it may be used effectively to estimate errors in solutions of elliptic problems with discontinuous coefficients computed using the immersed interface method [7, 2]. The immersed interface method embeds the interface in a regular domain that is discretized by a Cartesian grid. The defining feature of the immersed interface method is the sharp enforcement of jumps at the interface by modifying finite difference discretizations at grid points that fall near the interface. These modifications rely on knowledge of the solution behavior at the interface (i.e., jump conditions). Away from the interface standard discretization schemes are used. Hence, in the absence of an interface, the immersed interface method reduces to a standard numerical method for a given problem.

Interface problems are central to many scientific applications such as simulation of composite materials and fluid-structure interactions. Such physical systems naturally lead to equations whose parameters are discontinuous across an interface, and may also have singular source terms supported along the interface. In the past decades, numerical approaches such as immersed boundary methods (e.g. [10]) boundary integral methods (e.g. [11]) and immersed interface methods (e.g. [7]) have been successfully developed for these interface problems. These approaches are now typically used as components of large-scale simulations that, for instance, couple fluid flow, chemical transport and reaction to other relevant phenomena. In the interest of verification, it is important to provide tools that can be used in conjunction with these large-scale simulations that monitor the error associated with each component.

We present an error estimation method that, unlike Richardson extrapolation, does not require solutions computed on different grids. Our work was motivated by a related single-grid discretization error estimator, the method of nearby problems, which relies upon accurate curve fitting to the numerical solution [13, 14]. Instead, we rely upon the application of a higher-order discretization to our lower-order computed solution. We present an outline of this method, and, for a very simple one-dimensional problem, examine why the error estimate is valid. We then apply the error estimate to the numerical solution of a 2D elliptic problem with continuous coefficients. Finally, we demonstrate the effectiveness of this error estimate, within the context of the immersed interface method, on a model 2D elliptic problem with discontinuous coefficients across an interface. Although we focus on a model problem, we view this work as a starting point for error estimation of immersed interface solutions used in broader contexts, such as transient flow problems with moving interfaces governed by the Navier-Stokes equations [5, 16].

2. Defect correction estimate. Consider the linear elliptic boundary value problem:

\[ Lu = f \]  \hspace{1cm} (1)

in some domain \( \Omega \) with appropriate boundary conditions, and the finite difference discretization:

\[ L_h u_h = f_h \]  \hspace{1cm} (2)
which is solved in some manner to obtain a numerical approximation \( u_h \) to the true solution \( u_R \) restricted to the grid.

We outline the error estimation procedure:
1. Solve the discretized problem \( L_h u_h = f_h \).
2. Construct a second discretization of the operator \( \bar{L}_h \).
3. Apply \( \bar{L}_h \) to the computed solution \( u_h \) to get a source term \( s_h = \bar{L}_h u_h - f_h \).
4. Solve the problem \( L_h v_h = f_h + s_h \).
5. Estimate the discretization error \( e_h = u_R - u_h \) by the quantity \( \hat{e}_h = u_h - v_h \).

The goal of this procedure is to produce an error estimate, but we point out that this estimate, available at each grid point, may be used to improve the computed solution. In order to examine why this is an error estimate, we define the local truncation errors \( \tau_h \) and \( \tilde{\tau}_h \) of \( L_h \) and \( \bar{L}_h \) respectively:

\[
L_h u_R = f_h + \tau_h \\
\bar{L}_h u_R = f_h + \tilde{\tau}_h
\]

We see that:

\[
L_h v_h = f_h + s_h \\
= \bar{L}_h u_h \\
= \bar{L}_h L_h^{-1} f_h \\
= \bar{L}_h (u_R - L_h^{-1} \tau_h) \\
= f_h + \tilde{\tau}_h - \bar{L}_h L_h^{-1} \tau_h \\
= L_h u_R - \tau_h + \tilde{\tau}_h - \bar{L}_h L_h^{-1} \tau_h
\]

so that

\[
v_h = u_R - L_h^{-1} \tau_h + L_h^{-1} \tilde{\tau}_h - L_h^{-1} \bar{L}_h L_h^{-1} \tau_h
\]

The estimate of the error can then be written:

\[
\hat{e}_h = u_h - v_h = u_h - (u_R - L_h^{-1} \tau_h + L_h^{-1} \tilde{\tau}_h - L_h^{-1} \bar{L}_h L_h^{-1} \tau_h) \\
= -(u_R - u_h) + L_h^{-1} \tau_h - L_h^{-1} \tilde{\tau}_h + L_h^{-1} \bar{L}_h L_h^{-1} \tau_h \\
= L_h^{-1} \bar{L}_h L_h^{-1} \tau_h - L_h^{-1} \tilde{\tau}_h \\
= L_h^{-1} \bar{L}_h (u_R - u_h) - L_h^{-1} \tilde{\tau}_h \\
= L_h^{-1} \bar{L}_h (e_h) - L_h^{-1} \tilde{\tau}_h
\]

In this calculation we have used the fact that \( L_h (e_h) = L_h (u_R - u_h) = \tau_h \).

Therefore, \( \hat{e}_h = u_h - v_h \) will be a good approximation of the true error provided that \( \| L_h^{-1} \tilde{\tau}_h \| \) is small and \( L_h^{-1} \bar{L}_h e_h \approx e_h \). It is natural to choose \( \bar{L}_h \) to be a higher-order discretization of \( L \), and we do so from this point forward.

In the discussion of the quality of these error estimates, we concern ourselves with the difference between the true error and the error estimate:

\[
\hat{e}_h - e_h = \underbrace{L_h^{-1} (\bar{L}_h L_h^{-1} - I) \tau_h}_{E_1} - \underbrace{L_h^{-1} \tilde{\tau}_h}_{E_2}.
\]
We separate the above into two terms, \( E_1 \) and \( E_2 \), because for a simple one-dimensional test problem, we will analyze these separately. If \( \| E_1 \| \) and \( \| E_2 \| \) are small relative to \( \| e_h \| \), the estimate \( \hat{e}_h \) will be useful. For the one-dimensional test problem presented below, we can bound these quantities analytically. For elliptic boundary value problems in two dimensions, we examine the difference \( \hat{e}_h - e_h \) computationally. Our calculations demonstrate that, for smooth problems, the order of convergence of \( \| \hat{e}_h - e_h \| \) to zero is higher than the order of convergence of \( \| e_h \| \) to zero. For problems with a discontinuous coefficient, we find that \( \| \hat{e}_h - e_h \| \) approaches zero at the same rate as \( \| e_h \| \).

**One-dimensional example.** We consider now a simple one-dimensional problem where the error in the error estimate in (5) may be explicitly analyzed. We choose the problem \( u_{xx} = f \) for \( x \in (0, 1) \) with boundary data \( u(0) \) and \( u(1) \) given. We use as \( L_h \) the standard second-order discretization:

\[
L_h = \frac{1}{h^2} \begin{pmatrix}
-2 & 1 & & & \\
1 & -2 & 1 & & \\
& & \ddots & \ddots & \ddots \\
& & & 1 & -2 & 1 \\
& & & & 1 & -2
\end{pmatrix}
\]

For \( \tilde{L}_h \) we choose the fourth-order discretization:

\[
\tilde{L}_h = \frac{1}{12h^2} \begin{pmatrix}
-20 & 6 & 4 & -1 \\
16 & -30 & 16 & -1 \\
-1 & 16 & -30 & 16 & -1 \\
& & \ddots & \ddots & \ddots \\
& & & & -1 & 16 & -30 & 16 & -1 \\
& & & -1 & 16 & -30 & 16 \\
& & -1 & 4 & 6 & -20
\end{pmatrix}
\]

For this simple problem, \( L_h^{-1} \) can be explicitly computed. The columns of the inverse are solutions \( g_j \) to the equation:

\[ L_h g_j = e_j \quad (6) \]

where \( e_j \) is the \( j \)th basis vector. This problem can be interpreted as a discretization of the continuous problem for the Green’s function [3]. Let us recall the definition the Green’s function for this one-dimensional boundary value problem.

\[ G(x; x_0)'' = \delta(x - x_0) \quad (7) \]

where \( \delta(x - x_0) \) is the Dirac delta function centered at \( x_0 \) and \( G \) is the Green’s function, with zero boundary conditions at the endpoints of the interval:

\[ G(x; x_0) = \begin{cases} 
(x_0 - 1)x & x \leq x_0 \\
(x - x_0) & x > x_0
\end{cases} \quad (8) \]

If we wish to approximate the solution to (7) numerically, we could replace the delta function with an approximation, such as the piecewise linear function shown
Figure 1. The piecewise linear “hat” function is a common choice of functions to replace the Dirac delta function when solving a problem numerically.

Figure 2. The solution to (6) is the Green’s function for the continuous problem, restricted to the grid and scaled by $h$.

in Figure 2. Note that the integral of this function is one, and it is zero at all the grid points except $x_j$, where it takes the value $\frac{1}{h}$. This gives us the system

$$L_h g_h = \frac{1}{h} e_j$$

(9)

The solution to this problem is exactly $G(x; x_j)$ evaluated at the grid points. That is, $G_R - g_h = 0$, where $G_R$ is $G(x; x_j)$ restricted to the grid. The solution $g_j$ to (6) then is $hG_R$ as shown in Figure 2.

$$(L_h^{-1})_j = g_j = \begin{cases} h(x_j - 1)x_i & x_i \leq x_j \\ h(x_i - 1)x_j & x_i > x_j \end{cases}$$

(10)

We can now use this explicit computation of $L_h^{-1}$ to show that $\|E_1\|$ and $\|E_2\|$ in (5) are small compared to the error $\|e_h\|$. We first consider $\|E_2\| = \|L_h^{-1}\tilde{\tau}_h\| \leq \|L_h^{-1}\| \|\tilde{\tau}_h\|$. Since each component of the matrix $L_h^{-1}$ is $O(h)$, and the dimension of this matrix is $N \times N$, where $N = h^{-1}$, the infinity norm $\|L_h^{-1}\|_{\infty}$ is $O(1)$. Given that $\tilde{\tau}_h$ is the $O(h^4)$ truncation error of the higher-order scheme, we have $\|E_2\|_{\infty} = O(h^4)$.

Next we examine $\|E_1\|_{\infty}$. We note that the $j$th column of $L_h^{-1}$ is just the application of the higher-order finite difference formula for the second derivative applied to the function given in (10). Since the finite difference formula reflects a five-point stencil, and this function is piecewise linear, the resulting product is tridiagonal, apart from the extra entries due to boundary corrections in the first and last rows. We have:
\[
\tilde{L}_h^{-1} - I = \frac{-1}{12} \begin{pmatrix}
1 & -2 & 1 \\
1 & -2 & 1 \\
& & \ddots & \ddots & \ddots \\
& & & 1 & -2 & 1 \\
& & & 1 & -2 & 1 \\
\end{pmatrix}
\]

Note that:
\[
-\frac{12}{h^2} (\tilde{L}_h^{-1} - I) = L_h + B
\]

where
\[
B = \frac{1}{h^2} \begin{pmatrix}
3 & -3 & 1 \\
0 & 0 & 0 \\
& & \ddots & \ddots & \ddots \\
& & & 0 & 0 & 0 \\
& & & 1 & -3 & 3 \\
\end{pmatrix}
\]

We see that \( E_1 = -\frac{h^2}{12} (\tau_h + L_h^{-1} B \tau_h) \). We know that \( \tau_h = O(h^2) \) so the final detail is to determine the order of \( L_h^{-1} B \tau_h \). Although the entries in the matrix \( B \) are of order \( O(\frac{1}{h^2}) \), only the first and last rows are nonzero. The product \( B \tau_h \) will be a vector of zeros except for the first and last entry, which are \( O(1) \) since \( \tau_h = O(h^2) \). Since the entries of \( L_h^{-1} \) are \( O(h) \), the entries of \( L_h^{-1} B \tau_h \) are \( O(h) \). Hence, \( ||E_1||_\infty = O(h^3) \).

In summary, we have shown that for this simple problem, the difference between the true error and the error estimate \( ||\hat{e}_h - e_h||_\infty \) is \( O(h^3) \).

3. **Application to Poisson problem.** Consider the Poisson problem:

\[
\Delta u = f \tag{11}
\]

on the square domain \( \Omega = [-1,1] \times [-1,1] \) with Dirichlet boundary conditions. For the discrete operator \( L_h \) we use the standard second-order, 5-point difference scheme whose stencil is shown in Figure 3(a) applied on a regular \( N \times N \) grid. For the higher-order \( \tilde{L}_h \) we use the stencil and coefficients shown in Figure 3(b), but for grid points adjacent to the boundary, we use the stencil shown in Figure 3(c). While the discretization away from these points is fourth order, the local truncation error at these boundary grid points is \( O(h^3) \).

We choose as our test problem the function:

\[
f(x, y) = -\pi^2 \cos(\pi r) - \frac{\pi \sin(\pi r)}{r}
\]

\[
r = \sqrt{x^2 + y^2}
\]

The boundary data on the square is specified so that the true solution is \( u = \cos(\pi r) \).

Figure 4 shows norms of the errors \( ||e_h||_\infty \) in the solution to the Poisson problem computed using the second order operator \( L_h \) for different values of the grid size \( N \). Also shown are the norms of the error estimates \( ||u_h - v_h||_\infty = ||\hat{e}||_\infty \), as well as the difference between the true error and the estimated error. These are plotted on a log-log scale, and the slopes of the linear fits to these points (shown on the figure) indicate the order of convergence. We see that, indeed, the errors \( e_h \) using the discretization \( L_h \) are second order. We also see that the difference between the
Figure 3. Finite difference formulas used to solve the Poisson problem numerically and produce an estimate of the error in this solution.

Figure 4. Log-log plot of the error in the numerical solution of the Poisson problem $e_h = u_h - u_R$, the error estimate $\hat{e}_h = u_h - v_h$, and the difference between them. The slopes of the linear fits to these values are shown, indicating convergence rate. We see that this difference converges faster than the error.

true error and the error estimate $\|e_h - \hat{e}_h\|$ converges to zero faster than the error itself. In fact, the convergence here is better than $O(h^3)$, as was predicted in the simple one-dimensional example above. It is also important to note that the data shown is the maximum norm of the quantities. This method does not just give a scalar bound for the error, but a spatial distribution of the error estimate at each grid point.

We highlight two salient features of this error estimation approach:
The error estimate we produce requires that the problem be solved a second time on the same grid.

The operator $\tilde{L}_h$ is never “inverted”, it is only applied to the solution $u_h$. This means that we need not be concerned if the matrix representing $\tilde{L}_h$ has a large bandwidth.

Here, we offer a comparison to the error estimates produced using this defect correction methodology to those produced using a standard Richardson Extrapolation. This requires the solution on two grids of discretization sizes $h$ and $2h$. The formula that we use for the extrapolation error estimate is $\hat{e}_h = \frac{1}{3}(u_h - u_{2h})$. Figure 5 shows a comparison of these two error estimates as a function of grid size for this Poisson test problem. We see that the two estimates are comparable at all the grid levels tested, with the error in the defect correction estimate approximately half of the error in the extrapolation estimate. The extrapolation estimate requires a second solution on a coarser grid, while the defect correction estimate requires a second solution on the same grid, and hence requires more work. However, the extrapolation estimate is only computed on the coarse grid, while the defect correction estimate is available at each point of the original grid.

Figure 5. The difference between the true error and the error estimate provided by Richardson extrapolation, to be compared with the difference between the true error and the error estimate provided by our defect correction method.

4. Interface problem and numerical solution. Next we consider the elliptic interface problem

$$\nabla \cdot (\beta(x, y) \nabla u) = f$$

(12)

on the domain $\Omega = [-1,1] \times [-1,1]$ with Dirichlet boundary conditions. We will take the circle given by $x^2 + y^2 = 1/4$ as the interface between the subdomains $\Omega^-$ and $\Omega^+$. Figure 6 shows this geometry. In each of the subdomains $\beta$ will be constant.
The following conditions on the solution $u$ at the interface can be derived from (12):

$$u^+ = u^- \quad (13)$$

$$(\beta u_n)^+ = (\beta u_n)^- \quad (14)$$

The superscripts (+) and (-) here and throughout the discussion are to denote limiting values of the quantities as one approaches the interface from within $\Omega^+$ and $\Omega^-$ respectively.

The Immersed Interface Method (IIM) [2] embeds the interface on a regular Cartesian grid and uses a standard discretization of the problem for points that are not near the interface. We choose the second-order discretization of the Laplacian using the 5-point scheme (Figure 3(a)) at any point in the domain for which the stencil does not cross the interface. These points will be referred to as regular points and the coefficients in the discretization will be referred to as the standard coefficients. At the other grid points, termed irregular points, information about the problem is used to derive a special finite difference equation. The irregular points for a sample grid in Figure 6 are marked.

We treat the discretization at irregular points in a manner closely following the immersed interface implementation described by Li and Ito in [6], and refer the reader to the detailed derivation therein. At irregular grid points, we choose the 9-point stencil shown in Figure 7(a). The finite difference discretization at these irregular point $(x_i, y_j)$ is:

$$\sum_{k=1}^{9} c_k U_k = f_{i,j} \quad (15)$$

where $U_k$ are the unknown solution values at the grid points, $c_k$ are the coefficients to be determined, and $f_{i,j} = f(x_i, y_j)$. In order to eliminate leading order terms in the truncation errors, the following six constraints, as presented in [2, 6], must be
satisfied:
\[ a_1 + a_2 = 0 \]
\[ a_3 + \rho a_4 + a_8 (\rho - 1)\chi'' + a_{10} (1 - \rho)\chi'' = 0 \]
\[ a_5 + a_6 + a_{12} (1 - \rho)\chi'' = 0 \]
\[ a_7 + \rho a_8 = \beta^- \]
\[ a_9 + a_{10} + a_8 (\rho - 1) = \beta^- \]
\[ a_{11} + \rho a_{12} = 0 \]

Here \( \rho = \beta^- / \beta^+ \) and \( \chi \) is a local representation of the interface. The \( a_k \) are defined in terms of the coefficients:

\[
\begin{align*}
    a_1 &= \sum_{k \in K^-} c_k \\
    a_3 &= \sum_{k \in K^-} c_k \xi_k \\
    a_5 &= \sum_{k \in K^-} c_k \eta_k \\
    a_7 &= \frac{1}{2} \sum_{k \in K^-} c_k \xi_k^2 \\
    a_9 &= \frac{1}{2} \sum_{k \in K^-} c_k \eta_k^2 \\
    a_{11} &= \sum_{k \in K^-} c_k \xi_k \eta_k \\
    a_2 &= \sum_{k \in K^+} c_k \\
    a_4 &= \sum_{k \in K^+} c_k \xi_k \\
    a_6 &= \sum_{k \in K^+} c_k \eta_k \\
    a_8 &= \frac{1}{2} \sum_{k \in K^+} c_k \xi_k^2 \\
    a_{10} &= \frac{1}{2} \sum_{k \in K^+} c_k \eta_k^2 \\
    a_{12} &= \sum_{k \in K^+} c_k \xi_k \eta_k
\end{align*}
\]

and \( \eta_k \) and \( \xi_k \) are the locations of the grid points in the stencil in the local coordinate system shown in Figure 8. The sums are over the grid points in \( \Omega^+ \) or \( \Omega^- \) as denoted by the index sets \( K^\pm = \{ k : (\xi_k, \eta_k) \in \Omega^\pm \} \) These constraints make use of the conditions (13) and (14).

At each irregular point, we must compute nine coefficients, and have thus far presented six constraints. The coefficients are computed by minimizing the difference between the unknown \( c_k \) and the standard coefficients in the least squares sense, subject to the above six constraints. (The standard coefficients are those of the five-point stencil overlayed on the nine-point stencil, with zeros as the coefficients

![Figure 7. Stencils used for \( L_h \) and \( \tilde{L}_h \) at irregular point \((x_i, y_j)\).](image-url)
Figure 8. A local coordinate system is used to represent the interface and the interface conditions on the solution. \( \xi = (x - x^*) \cos \theta + (y - y^*) \sin \theta \) and \( \eta = -(x - x^*) \sin \theta + (y - y^*) \cos \theta \). The interface is represented locally as \( \xi = \chi(\eta) \) of the extra four points). Here our immersed interface implementation departs from that described in [6] in that we do not enforce any sign restrictions on the unknown coefficients.

Before discussing error estimates, we use this immersed interface discretization on the test problem (12) on the geometry shown in Figure 6 with \( f = -\pi^2 \cos (\pi r) - \pi \sin (\pi r)/r, \beta^- = 1, \) and \( \beta^+ = B, \) where \( r = \sqrt{x^2 + y^2} \). The analytic solution is then \( u^- = \cos (\pi r) \) and \( u^+ = \cos (\pi r)/B \). Note that this problem reduces to the test problem in §3 when \( B = 1 \). Figures 9 and 10 show the errors in the solution of the above discretization for jumps of \( B = 2 \) and \( B = 100 \). Note that at regular points the discretization was second order, while at irregular points the discretization was first order. Nevertheless, we see overall second order convergence for both values of \( B \), as was discussed in [6].

Construction of \( \tilde{L}_h \). We next describe the construction of \( \tilde{L}_h \), the higher-order version of the discretization just described. There has been recent progress in the development of higher-order IIM discretizations. Zhou et al. derive a related high-order matched interface and boundary method [18]. In [17], Zhong introduces new high-order interface difference formulas that are expressed in an explicit form. In both of these works, the methods are developed in one dimension and then extended to two dimensions by decomposing the discretization at each point into two related one-dimensional problems.

Here we present an alternate higher-order immersed interface discretization \( \tilde{L}_h \). As discussed in §2, it is desirable for \( \tilde{L}_h \) to be chosen so that \( L_h^{-1} \tilde{L}_h e_h \approx e_h \). For this reason, we choose the fourth-order discretization at regular points to use the wide 9-point stencil (Figure 3(b)). At irregular points, we will use a discretization that is \( O(h^2) \), and will choose the 13-point stencil shown in Figure (7(b)).

In order to reduce the local truncation error to \( O(h^2) \) at the irregular points, we must enforce another four constraints on the coefficients. We omit the calculation of further terms in the series expansion and simply provide the set of constraints.
used:

\[ a_1 + a_2 = 0 \]

\[ a_3 + \rho a_4 + a_8 (\rho - 1) \chi'' + a_{10} (1 - \rho) \chi'' + 3a_{14} (\rho - 1) \chi'''' + 3a_{20} (1 - \rho) \chi'''' = 0 \]

\[ a_5 + a_6 + a_{12} (1 - \rho) \chi'' + 3a_{16} (\rho - 1) \chi'''' + 3a_{18} (1 - \rho) \chi'''' = 0 \]

\[ a_7 + \rho a_8 = \beta^- \]

\[ a_9 + a_{10} + a_8 (\rho - 1) + 3a_{14} (\rho - 1) \chi'' + 3a_{20} (1 - \rho) \chi'''' = \beta^- \]

\[ a_{11} + \rho a_{12} + 3a_{16} (1 - \rho) \chi'''' + 3a_{18} (\rho - 1) \chi'''' = 0 \]

\[ a_{13} + \rho a_{14} = \beta^- \xi_1 \]

\[ a_{15} + a_{16} + a_{18} (\rho - 1) = \beta^- \eta_1 \]

\[ a_{17} + \rho a_{18} = \beta^- \eta_1 \]

\[ a_{19} + \rho a_{20} = \beta^- \xi_1 \]

Here the \( a_k \) are as previously defined with the additional terms as follows:

\[ a_{13} = \frac{1}{6} \sum_{k \in K^-} c_k \xi_k^3 \]

\[ a_{14} = \frac{1}{6} \sum_{k \in K^+} c_k \xi_k^3 \]

\[ a_{15} = \frac{1}{6} \sum_{k \in K^-} c_k \eta_k^3 \]

\[ a_{16} = \frac{1}{6} \sum_{k \in K^+} c_k \eta_k^3 \]

\[ a_{17} = \frac{1}{2} \sum_{k \in K^-} c_k \xi_k^2 \eta_k \]

\[ a_{18} = \frac{1}{2} \sum_{k \in K^+} c_k \xi_k^2 \eta_k \]

\[ a_{19} = \frac{1}{2} \sum_{k \in K^-} c_k \xi_k \eta_k^2 \]

\[ a_{20} = \frac{1}{2} \sum_{k \in K^+} c_k \xi_k \eta_k^2 \]

Note that \((\xi_1, \eta_1)\) are the local coordinates of the point \((x_i, y_j)\). Also, we have neglected to write the terms involving higher order derivatives of \( \chi \) since \( \chi'''' = 0 \) for this particular geometry, but no additional difficulty arises by their inclusion.

As above, we compute the thirteen coefficients by minimizing the difference between the unknown \( c_k \) and the coefficients of the standard 9-point stencil used at regular points (Figure 3(b)), subject to the ten constraints listed above.

Before we make use of this new discretization scheme to compute error estimates, we will evaluate it as a method of direct solution by solving \( L_h \tilde{u}_h = f_h \). Figures 9 and 10 also show the errors in the solution of the test problem using the higher-order discretization for jumps of \( B = 2 \) and \( B = 100 \). Note that at regular points the discretization was fourth order, while at irregular points the discretization was second order. We see that, overall, the convergence is third order. Zhong [17] also reports overall third-order convergence when using a second-order discretization at irregular points in conjunction with a fourth-order discretization at regular points.

Now that we have assembled the higher-order operator \( L_h \), we use it to estimate the error in the immersed interface solution computed using \( L_h \). Figures 11-13 show norms of the errors \( \| e_h \|_\infty \) in the solution to the interface problem computed using the second order operator \( L_h \) for different values of the grid size \( N \) for different jump parameters \( (B = 2, 10, 100) \). Also shown are the norms of the error estimates \( \| u_h - v_h \|_\infty = \| \tilde{c} \|_\infty \), as well as the difference between the true error and the estimated error. We see that the errors \( e_h \) using the discretization \( L_h \) are second order, as expected. For the milder jump discontinuities \( (B = 2, 10) \), the estimates...
Figure 9. The error in the numerical solution of the model problem with $B = 2$ using low and high order schemes. The slopes of the linear fits to these values are shown, indicating convergence rate. Note that the numerical solution obtained using $\tilde{L}_h$ is not needed to construct the error estimates.

are uniformly reliable for all grids, but some oscillatory behavior is exhibited for the strong discontinuity $B = 100$. We also note that, unlike in the Poisson problem with continuous coefficients, there is no gain in the convergence rate of the estimate – the error in the estimate is converging to zero at the same rate as the true error.

Again we point out that these error estimates are grid functions and do reflect a spatial resolution of the error. Figure 14 shows surface plots of the true error, the estimated error, and the difference between these for the case $B = 100$ using a grid of size $40 \times 40$. We see that the estimate and the true error have similar profiles, and note that the error in the estimate is concentrated along the interface.

We next present some data reflecting the time required to compute these error estimates compared to the time required to find the solution. Table 1 shows the time required to compute the solution using the operator $L_h$ for the case $B = 10$, the time required to compute the estimate, and the ratio of the estimation time to total time for solution plus estimate. All solutions were obtained using GMRES as an iterative solver with a tolerance of $10^{-12}$. For the solution of the original problem we use zero as the initial iterate. However, for the second solution using the same operator $L_h$, we use the first solution as the initial iterate. For moderate grid resolution, the error estimation time saturates at about forty percent of total time. This is due to the improvement of the initial iterate for the linear solver.

Finally, we compare these error estimates based upon defect correction with those produced using Richardson extrapolation. Figure 15 shows a comparison of these two error estimates as a function of grid size for the test problem with $B = 10$. While the defect correction estimates are uniformly good for all grids, Richardson
Figure 10. The error in the numerical solution of the model problem with $B = 100$ using low and high order schemes. The slopes of the linear fits to these values are shown, indicating convergence rate. Note that the numerical solution obtained using $\tilde{L}_h$ is not needed to construct the error estimates.

Figure 11. A plot of the errors and estimates for the test problem (12) with $B = 2$. The slopes of the linear fits to these values are shown, indicating convergence rate.
Figure 12. A plot of the errors and estimates for the test problem (12) with $B = 10$. The slopes of the linear fits to these values are shown, indicating convergence rate.

Figure 13. A plot of the errors and estimates for the test problem (12) with $B = 100$. The slopes of the linear fits to these values are shown, indicating convergence rate.

extrapolation is erratic. For some grid sizes, the extrapolation estimates are in line
Figure 14. Spatial distribution of the error in the numerical solution $e_h$, the estimate of the error $\hat{e}_h = u_h - v_h$, and the difference between the two for test problem (12) with $B = 100$. These calculations were performed on a grid of size 40x40.
with the defect correction estimates, but for other grid sizes, the estimates are on the order of the error itself.

Recall that these extrapolation estimates rely on solving the problem on a coarser grid, while the defect correction estimates rely on a second solution on the same grid. We believe that this distinction is responsible for the inconsistent error estimates by Richardson extrapolation in the presence of the interface. In fact, it was shown by Li [4] that the error in an immersed interface calculation may depend strongly upon the location of interface points with respect to the grid. If we keep in mind the goal of estimating the error on the original grid, we assert that an estimation method that uses only information on that grid will give more consistent results than one that relies on other grid calculations.

Table 1. Runtimes (in seconds) and ratios of runtimes for the case $B = 10$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Time to compute solution</th>
<th>Time to compute estimate</th>
<th>Estimate time</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.45</td>
<td>0.47</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>6.52</td>
<td>4.39</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>85.25</td>
<td>51.4</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>175.41</td>
<td>127.91</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>347.62</td>
<td>232.01</td>
<td>0.40</td>
<td></td>
</tr>
</tbody>
</table>

Figure 15. Comparison of our defect correction error estimates with Richardson extrapolation error estimates for the test problem (12) with $B = 10$.

5. Conclusion. We have revisited the classical idea of defect correction as a method to estimate errors associated with the immersed interface solution of elliptic boundary value problems with discontinuous coefficients. The value of this procedure is
two-fold: it can be used to improve the lower-order solution, as well as provide an error estimate for the lower-order solution. If it is used for correction, one would produce the improved solution

\[ u_{h}^{\text{new}} = u_{h} + \hat{e}_{h}. \]

In this case, the error in the corrected solution \( u_{h}^{\text{new}} \) would be the difference \( \hat{e}_{h} - e_{h} \). Our study here is concerned only with the estimation of the error in the lower-order solution. We believe that the construction of estimates on the original grid will be more reliable than estimates constructed on coarser grids, as in the case of Richardson extrapolation. We also view these calculations as a starting point for the development of an error estimation methodology that can be used in more general immersed interface computations. For instance, the method presented here for the elliptic problem may be readily extended to the corresponding parabolic problem to estimate the error in an implicit solution at a given time step. In addition, although our analysis of the error estimate relies upon the linearity of the model operator, ideas outlined in previous work on defect corrections for nonlinear elliptic equations (i.e. [1]) may be exploited.
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